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Machine Learning

Machine Learning Crash Course 

Label:

Terminology (from Google Machine Learning)

the thing we're predicting

Feature: an input variable 

y

{x1, x2, ..., xn} 

(e.g. the future price of a stock)

(e.g. consumer income, present GDP, etc ) = x

Labeled example {features, label}: (x, y)

Used to train the model

3 unlabeled examples 

Model: Maps an example to a predicted label: y'

Defined by (learned) parameters
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Training: Showing the model labeled examples. It gradually learns the relationships between 
features x and label y.

Inference : Applying the trained model to unlabeled examples… to make useful predictions (y').
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Generalization: Model's ability to adapt properly to previously unseen data.

(Hidden)

Sample

If model fits our current sample 
well, how can we trust it will 
predict well on other new 
samples?

Ockham's Razor The less complex a model is, the more likely that a good empirical result is not 
just due to the peculiarities of our sample

We draw samples independently and identically (i.i.d.).

The distribution is stationary

Bias – train on mostly failed units.

Asset Op. Context, Design Failure declaration policy.
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Empirical cumulative distribution function (ECDF)

import numpy as np
import pandas as pd
import matplotlib.pyplot as plt
Events = pd.read_csv(Trans.csv)

x = np.sort(df_swing['Failure (working) age'])
y = np.arange(1, len(x)+1) / len(x)

_ = plt.plot(x, y, marker='.', linestyle='none')
_ = plt.xlabel('Failure (working) age')
_ = plt.ylabel('ECDF')

plt.margins(0.02) # Keeps data off plot edges
plt.show

Python example
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